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1. The investigators anticipate no telecommunication issues in Phase II. This is a concern that could reflect a lack of knowledge of technical issues. Clarify.

Our lack of discussion regarding telecommunication issues in our original proposal was an oversight. We have come to take our own abilities for granted as well as our support from the IT staff of the Health Sciences Center. Our proposal was concentrated on the application we are creating for the NGI, not the NGI itself. We are cognizant, however, that we must analyze the applications performance requirements on the NGI.

The telecommunication issues we see for Phase II are:

1. network wiring issues

2. implementing gigabit ethernet to the desktop

3. connecting gigabit ethernet to our existing LAN

We believe we will be able to resolve these issues through our own networking knowledge and capabilities in cooperation with the University of Colorado Health Sciences Center Information Technologies department (HSC-IT), specifically through Maria A. Smith, along with consultation from Dr. Ken Klingenstein (See Item 4.) and 3Com corporation.

The first of these issues, wiring, is minimal as the current facilities at the CHS already provide fiber-optic cabling to both simulation development and production areas. In addition fiber-optic connectivity is within 150ft of any room in the facility and can be easily installed through existing ceiling mounted cable trays running throughout the facilities. Additional cabling will be installed as needed by the HSC-IT department. For this reason we do not foresee any wiring issues to prevent implementation of a simulated NGI in the Center as it is connected to the UCHSC campus backbone.

In defense of the second issue, we believe that our previous experience with implementing high-speed communications to the desktop will assist us in implementing gigabit ethernet to the desktop. Our networking history started when Vic Spitzer, now Director of the CHS, installed the schools first network around 1987 using 10Base-2. Since then the CHS has kept up with networking advancements by deploying 10Base-T, FDDI, 100Base-T and ATM technologies as they have become available. We are confident that we will be able to implement gigabit ethernet as another step in our continuing effort to provide ourselves with the ability to move data at the highest speeds possible. However, should any issues arise that we can not solve along with the HSC-IT department we should be able to overcome them through consultation with Dr. Klingenstein and 3Com corporation who both have extensive knowledge of implementing high speed networks including gigabit ethernet. 

The final issue, connectivity with our existing LAN, will provide resources currently in place at the Center for Human Simulation (CHS) for use in application development and assessment. We anticipate no major problems here because our current LAN has been recently upgraded to provide switched full duplex 100Base-T connections to every desktop in the CHS and ATM connectivity to the Health Sciences Center backbone. This is accomplished with 2 3com SuperStack II 3300 fast ethernet switches and a 3com CoreBuilder 7000HD which will accommodate 4 gigabit ethernet ports through which the 3Com CoreBuilder 9400 gigabit ethernet switch will connect to our existing LAN. Once again we feel that any issues that arise in this connection can be resolved through consultation with 3Com and Dr. Klingenstein. Therefore, though there are definitely issues that we foresee with implementing a simulated NGI, and possibly some that we do not, we believe that we will be able to overcome any issues that arise through our own expertise along with that of HSC-IT, consultation from 3Com and Dr. Klingenstein.

2. A question is raised how quality of service is going to be measured when the project is using gigabit Ethernet. The offeror should consider using ATM in order to have "dial-able" quality of service. Comment.

The Quality of Service (QoS) that is provided by the networking infrastructure is very important as it allows a data network that typically has very bursty traffic patterns to carry time sensitive data in an efficient and predictable manner. ATM is currently the superior technology for implementing QoS; this is because it is connection oriented which allows it to provide guaranteed QoS. However, ATM to the desktop is a very costly solution as high quality workstation cards are in the area of $2,000 for OC-3 (155Mbps) connectivity and $7,000 for OC-12 (622Mbps) connectivity. In addition each switched ATM port costs approximately $1,000 for OC-3 and $5,000 for OC-12. Gigabit ethernet, on the other hand, provides high-speed data communications (1000Mbps) at a fraction of the cost ($1,000 per card and $1,000 per switch port) and is still able to provide QoS. Gigabit ethernet is also able to provide QoS by utilizing the IEEE 802.1p standard to prioritize packets with a level from 0 to 7 based on the type of data they contain. Once the packets are sent onto the network, switches implementing the 802.1p standard will forward the packets based on their priority level, thus delivering time sensitive data to its destination quickly and efficiently. All of the switches currently at the CHS implement the 802.1p standard, as does the proposed CoreBuilder 9400 gigabit ethernet switch that will be purchased for Phase II. In conclusion, though ATM provides the best QoS available to a modern network it carries a heavy price tag. Gigabit ethernet on the other hand costs far less, runs at higher speeds, and is able to provide QoS that we have concluded is adequate for the application that will be developed and tested in Phase II.

The QoS provided by the network will be measured in many ways. First we will utilize 3com’s Transcend network management software which is currently used on a regular basis by HSC-IT to monitor and improve QoS throughout the Health Sciences Center network. We will use this to measure and optimize various aspects of the network such as throughput and latency. We will also utilize the SGI’s built-in network monitoring utilities and various other standard UNIX utilities to trace any QoS issues that may arise from problems with the server’s network and system configurations or as a result of bugs in the networking code developed by CHS for the application. Finally, we will run the ultimate test of QoS by communicating with the end user about the responsiveness of the application when it is deployed at the Health Sciences Center and other cooperating sites.

3. The team still needs to have more members with knowledge in current Internet and networking technologies in order to better understand the impact of their proposed project in issues such as latency, etc. Discuss and provide documentation if personnel is augmented.

HSC-IT has kept on the cutting edge of providing telecommunications services to a university campus. Their most recent achievement has been supporting The University of Colorado Health Sciences Center during its current transition phase. During this transition the entire Denver campus is being moved seven miles to Aurora Colorado, the site of the former Fitzsimons Army Medical Center. HSC-IT has designed the new campus telecommunications infrastructure and implemented the first phase in the cornerstone of that infrastructure in the former army hospital or Building 500, home of the Center for Human Simulation. This 1940 vintage building is now equipped with state of the art networking providing switched full duplex 100Base-T to every desktop and a fault-tolerant ATM backbone for the campus. They have also implemented redundant ATM OC-3 connections to our old campus through ground fiber and a state-of-the-art microwave link. The full implementation plan is enclosed as attachment B.

The CHS is in some ways a very standard node on the Building 500 backbone and in some ways very unique. The standard relationship includes all the connectivity provided to the every other user in the facility as stated in the design plan. The extraordinary treatment of the CHS, in recognition of our high bandwidth needs, is seen in the fact that we are the only department to have are own IT closet. This includes a 3Com CoreBuilder 7000HD with multiple ATM OC-3 and 100Base-T ports and 2 3com SuperStack II 3300 fast ethernet switches. From our closet we have fiber installed to our simulation development and demonstration areas and copper to the rest of the CHS running full-duplex 100Base-T. By accommodating a gigabit ethernet card the CoreBuilder 7000HD currently in our IT closet is what will allow us to easily integrate our simulated NGI based on gigabit ethernet with our current network.

Maria A. Smith, IT Professional has been added to our team. She will spend 5% time on the project. She will contribute network design and testing assistance for the gigabit equipment to be installed as part of this contract. She will have all the system management and measuring tools of the IT department available for load simulation and traffic shaping.

4. The proposal does not document extensive experience implementing use of advanced digital communications technologies. Comment.
The Center for Human Simulation (CHS) has always worked in cooperation with the HSC-IT department to utilize the latest in advanced digital communications (see 3). Based on past experience, we have a great deal of knowledge in this area and most 

importantly have been able to work through technical issues that have arisen during implementation of advanced digital communications. However, we also see that there may be issues that will arise that we can only overcome with outside assistance. In this case we will work closely with Dr. Ken Klingenstein of the University of Colorado in Boulder who has had extensive experience implementing and designing advanced digital communications technologies.

Dr. Klingenstein is Project Director of the Internet2 Middleware Initiative.  He coordinates activities intended to build an interoperable middleware infrastructure among I2 members that will glue next generation applications to network capacities and enable inter-institutional resource sharing.  He also serves on the Senior Staff of Internet2 and is a member of the CIO council that sets policy and planning for Internet2.

Ken is on loan to the Internet2 from the University of Colorado at Boulder, where he was Director of Information Technology Services for the last 14 years, and continues to serve as Chief Technologist for the campus.  He has been active in national networking since the beginnings of NSFnet in 1985, serving as a principal in state and regional networking and providing national leadership as Chair of the Federal Networking Council Advisory Committee, Vice-President of FARnet, and giving presentations at the House Subcommittee on Technology, the Kennedy School of Government and the National Research Council, among others. He has also been prominent in higher education, serving on the CAUSE Board, the CREN Board, the Common Solutions steering group, and making numerous presentations on both technology and the management of technology at national conferences.

Dr. Klingenstein will contribute 2% of his time and provide on-going review of the networking components of this proposal.  He will advise on both technical requirements and programmatic directions for advanced networking. This includes not only network layer issues such as high-performance technologies, but emerging middleware areas such as security and directories.  Dr. Klingenstein's position with Internet2 brings particular expertise to this proposal.

5. The proposal does not document the degree of commitment nor the involvement of the various entities involved (CU Boulder, Red Rocks Community College, and the UCHSC) in proposed application deployment process. Provide documentation.
Support letters are attached from Red Rocks Community College and University of Colorado at Boulder (letter previously submitted from Dr. Heisler). The P.I. is in charge of the computer implementation at the School of Medicine and of course wholly supports the proposal.

6.
It is not clearly documented how deployment of the demonstration application to other local area networks will be achieved. Clarify.
During the second year of Phase II, the networked EVH will be alpha-tested as a supplementary learning tool in three different institutions, Red Rocks Community College, University of Colorado at Boulder, and the University of Colorado Health Sciences Center (UCHSC), with five different groups of students (community college students, university undergraduate students, anatomy teaching assistants, physician assistant students, and medical students). During the third year of Phase II the EVH will be beta-tested in the same courses.

Contrary to the original proposal the medical students at the UCHSC will utilize the networked EVH at the CHS on the Fitzsimons campus. This change is due to the ability that we have now to handle students in a classroom and cadaver lab at the CHS. In addition the students will already be visiting the CHS to access other Visible Human based training. Regular shuttles (on the half-hour) provide convenient intercampus transportation for the students. Thus, for the medical students, no special considerations for deployment will be necessary.

To demonstrate and assess the networked EVH at both the Red Rocks and Boulder campuses, we will move the server, workstations, and gigabit network to each campus. Both campuses are less than 40 minutes (by van) from the CHS. We anticipate the move and setup to be accomplished in less than a day each with three people doing the setup. We would like to note that the Boulder campus already has an Internet2 connection and it is likely that the UCHSC at Fitzsimons will also have an Internet2 connection within the year. If it is available in time and can provide the necessary bandwidth we will make an effort to run the demonstration and assessment at the Boulder campus over the Internet2.  However, being prepared to move the workstations, server, and gigabit network to the two campuses assures that the demonstrations and assessments will be performed regardless of the state of the Internet2 at any of the facilities involved.

We have done similar operations in the past during weeklong demonstrations of the Visible Human at the Radiological Society of North America (RSNA) conferences in Chicago (1994, 95, 96 and 97). The first of these was our introduction of the Visible Human and included a local HDTV display along with an ATM link to seven sites in Canada. The second conference included an SGI ONYX and seven workstations connected through our own FDDI concentrator on the convention floor which was then connected through the RSNA network to an SGI Indigo on the stage for Dr. Linberg’s keynote address to 5,000 attendees. Most recently, we utilized an SGI Onyx2 Monster Reality to render the entire Visible Human DataSet in real-time.

In conclusion, we are prepared to move the server, workstations, and gigabit network to both Red Rocks Community College and CU Boulder. However, we will also make every attempt to utilize any future developments in internet connectivity between the campuses for application deployment.
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