CRNR

CENTER FOR REALLY NEAT RESEARCH, SYRACUSE UNIVERSITY

The CRNR houses an ongoing interdisciplinary effort to conceptually and technologically escalate the work of both the Northeast Parallel 

Architectures Center (NPAC) and the Institute for Interventional Informatics (I3). 

The Northeast Parallel Architectures Center (NPAC) is an advanced computing center at Syracuse University in Syracuse, New York. Directed by Geoffrey Fox, NPAC specializes in High Performance Computing and

Communications (HPCC), parallel processing, distributed computing, computational science, education, and technology transfer through the InfoMall program.

The Institute for Interventional Informatics (I3) is a non-profit organization committed to the pro-social utilization of information technologies to improve quality of life. I3 Director Dr. David Warner graduated from Loma Linda University School of Medicine in June 1995.  Also a Ph.D candidate in neurophysiology and medical informatics, Dr. Warner has been centrally concerned with human expression.  In particular, how does/may the mind  manifest itself through its body’s biological systems.  Neural, ocular and muscular tissue all generate electrical fields.  These dynamic fields are controlled willfuly through our physical and/or cognitive movements.  In medical school,  Dr. Warner noticed the potential for measuring these electro-physiological events and simultaneously using them as computer inputs: “Its a new kind of thinking-you can use your biological system as the controller.” An “interventional informatic,” then, is an informational mechanism inserted into a human system’s existent set of coping strategies which bolsters a persons power over their own life.  Appropriately, the human system with which I3’s work into physiological human-computer interfaces was initiated was the quadreplegic.  Unable to access an informatic system through conventional methods (i.e., mouse, keyboard), I3’s solution of the problem caused a paradigm shift evolving now at NPAC.

I3 has been involved in Medicine, Communication, education, wellness recretion

This document stands as an overview of this and sister projects at CRNR.

With this project individuals will be able to create new educational opportunities, employment opportunities and increase their socialization through their cultural integration into the information society.  

I3 Track Record and Contacts.

Rock ‘n Roll scientists who came cared and cured

List of associated organizations

Partners for pulsar - the local cluster

Npac

Already developing the software

Ecu

Large telemedicine site to validate

Ski

Big rehab center already have been using prototypes for a year

Hit

Top human interface technology lab 

Sdsu

Disabled program

Su

Bioengineering and computer science resources

Ucsd

School of medicine

Pulsars success will make web-based services accissible to the public domain of need.

PULSAR PROJECT

A Pulsating Beacon of Intelligence Illuminating the Web

Mission:

To improve quality of life through the intelligent and socially responsible applications of information technologies.

PULSAR is a superstructure for everything done at CRNR.  Beyond issues of technological development, accessibility etc., there is the urgent sense in which all technocracy is really a social process; computer system evolution is really just an evolution in how humans may express their minds to one another. Yet, the memes which have thus far sculpted technological culture are often less than socially neutral. The rather hardened cognitive and emotional patterns of corporatism severely encumber the progress we seek to achieve.  By relinquishing this approach to development, PULSAR endeavors to demonstrate through its inventions and its sharing of them that the advantages of socially integrative applications dwarf the localized and ephemeral bloat of owning a new operating system, for example.  

Off-the-shelf technology is a fundamental aspect of the PULSAR philosophy.  This massively reduces costs for end-user.

How will we propagate the memes

Conferences

Siggraph launch

Comdex 

Ces

Mmvr5  big roll out demo/stunt event

Imagina  international pulse

Big presence at e3

Still in its infancy, PULSAR supports five works in progress:

1.  Neat Tools

NeatTools Overview

NeatTools is a visual programming language that creates programs for data collection, gesture recognition, control of external devices, virtual world control, and perceptual modulation. Some of the functionality is ported from Neat Software developed for Dr. Dave Warner at the Institute for Interventional Informatics from 1993 to 1995. 

The visual interface is similar to AVS. Different modules are selected, placed in a work area, and connected by lines. The connections indicate a data flow from one module to another. The line color indicates the type of data flowing. 

The software consists of JavaScript, Java, and native C code. JavaScript is used for buttons and forms. Java is used for the AVS-like graphical user interface, and for JavaScript/Java/C code generation. Native C code is used for accessing hardware devices, and to bypass Java/Netscape security checks. 

The NeatTools environment is extensible. New modules can be added by running tools which specifycharacteristics of the module. Code generators then provide all code required for fitting the module into the environment.

1.  Smart Desk

2.  Pulsar

3.  Grok Box

Evaluating the approach

Drive the need for higher through put

characterized by an ever increasing array of heterogeneous sensors and sensing modalities. This mixture of potentially vital but mostly obscure data, in it’s native form, exceeds the human limits of  integrative sensibility. This problem has been, and is being, addressed by an equally heterogeneous array of methods ranging from new AI “tricks” to graphical techniques and virtual reality interface systems. These approaches have met with varying levels of success. 

Observation:

While reviewing the current projects dealing with this problem it became apparent that most solutions, or attempted solutions, attempted to solve the problem by focusing on the technology.  The projects that did address the human factors aspects of the problem appeared to be an attempt to develop better “Reality Renderers”.

Proposal:

We propose to take an approach that appears to have great potential is to aid in the overall solution of this “sensor/sensory” overload. That  is to develop an interactive environment that explores new ways to render complex information to the user by optimizing the interface system to match the human nervous systems ability to transduce-transmit and render to consciousness the necessary information. Such a system will be based on the human user’s neural information processing which directly supports perception.  A perceptualization environment could be built which optimizes the humans ability to discriminate and iterative refine emergent patterns from any variety of sensor data.

Description of the system:

The perceptualization environment, “GROK-BOX” will integrate several vital components of an interactive information environment.  Key elements include multi-sensory rendering systems, advanced human input devices and an array of computational techniques which transform the diverse data types into perceptible patterns that enhance human capacity to perceive meaningful signals in the” sea of noise”. A comprehensive set of visual, aural, tactile, proprioceptive, somatosensory and olfactory rendering devices will be integrated into the system to give the user an integrative experiential interaction with the complex data types. The system will also integrate several unique input systems which allow the user to have a multiplicity of interaction options in which to communicate the perceived significance to the system for further enhancement.

Really Cool Stuff:

The Grok-Box will be a  vehicle to explore a wide varityt of natural and un-natural perceptualization techniques.

1.  Care-Web

Implementation of wide-area, comprehensive, integrated, networked information systems is a logical response to the challenges faced by the

Nation's health care delivery system. 

concern over the personal health security issues of access and continuity of insurance coverage, and serious

questions about the uneven quality and appropriateness of health care 

These challenges are driving the health system to acost-conscious, competitive, market-based, managed care environment. In such an environment, information systems linked to the National

Information Infrastructure (NII) are destined to play a central role. 

cutting unnecessary medical costs and improving health care access and quality. 

consumers, physicians, other practitioners, hospitals, payers, and managers could readily obtain the information needed to make

informed choices about treatments, providers, institutions, and health plans. 

With standards for defining, collecting, communicating, and storing

administrative and clinical patient care data, 

enable all persons and health care providers to access the most recent information about particular medical technologies, clinical

treatments, and provider performance.

interactive

telecommunication connection to access medical care support

connect

special probes that monitor the child's temperature, blood pressure, pulse.

examines the rash through the high resolution telecommunications viewer. 

useful medical knowledge can be gleaned from the ongoing treatment of patients. 

Further, the NII can provide information that increases knowledge about the medical effectiveness of alternative treatments and make it available

to the providers and consumers of health care. Finally, the United States is one of the world's leading manufacturers of medical technology. With increased emphasis on cost-effective

technology, there is a greater need for information about how well alternative technologies work when applied (1) in an ideal setting such as an

academic medical center and (2) in the average community. 

The goal is to generate knowledge about which treatments and technologies work best for specific clinical conditions and under what

circumstances, to have this knowledge available at the point of service (care), and to have medical decisions made jointly by caregivers and their

patients. 

By providing information access at home, schools, and the workplace, the NII can play an important role in improving public knowledge and

decisionmaking about health,

National and community networks that allow consumers to obtain information about their own health care conditions and to obtain professional

medical advice in their homes can empower patients to take better care of them selves. 

an enhanced vehicle for delivering services -- from MEDLINE to GenBank -- including on-line access to clinical practice guidelines that combine images and full text; the

developing "Visible Human" digital library of image data from photographic, computed tomography, and magnetic resonance imaging of complete

male and female bodies for a range of educational and health care applications; and remote execution of sophisticated gene sequence matching

algorithms. 

The purpose of the NII is to interconnect the nation's businesses, residences, schools, health care facilities, and other

public information and social service providers through broadband interactive telecommunications networks. 

the Rural Electrification Administration (REA) plays a key role in the rural aspect of the NII. The Distance

Learning and Medical Link Grant Program (DLMLGP) demonstrates the ability of rural communities to utilize existing or proposed

telecommunications systems to achieve sustainable, cost-effective distance learning or medical-link networks. Rural schools, libraries, hospitals,

health care clinics, and related organizations that operate rural educational or health care facilities are eligible.

Personal health information should be widely available on the NII and be accessed through personal computers and telephone links, cable

television, or other links to community and nationwide networks. This linkage will permit people to obtain health care information,

computer-assistance for analyzing health problems, and advice from medical professionals and from people with similar health conditions

. The standards will improve the sharing of patient care data across

     different computer information systems.

provide a common framework that will allow software vendors and system

     designers to build software tools that can work together

showing the value of personal health information systems that provideaccess to health

 care knowledge to individuals in their homes, in their workplaces, and in public libraries? 

clinical decision support systems in relevant health care settings that are linked to national information sources? 

several issues

assumptions

 the world will be networked

we need to provide access to remote sites independant of the bandwidth that they have

we need to develop a univerals interface protocal fostering the rapid protyping and iterativaly refinement of unique sensors

there needs to be a change in the pattern of medical communications

intelligent agents need to watch over us and keep us from harm

we need to leverage off technologies that are for other industries

we need to transfer non-critical traditional medicne things to the web and its agents and leave the human doing what they naturally do best

med-wide web

medical intelligence

consumer wellness market to help drive the hardware sysle while not being undre the limits of lidigatious medicine

need to explore new ways to electronically extend our senses

we need to find better ways to percieve data....

automajik triage of info requests

consumer owned health related technologies

sensing  the natural environment of the patient

knowledge delivery vehicles

natural levels of need

intelligent agents

univeral interface standrds

widigetry

interface

user adjusted content delivery

diredted query forms

where are we???where do we want to go??

what is the most likely path to get us there???

the technology for advanced telemedicine is fundementally communication technology

the goal of building an information infrasturcture is to allow persons of vering levels of expertiese and ethnic back grounds and educational levels to utilize the system 

there are several fundemental classes of technology that we need to push  and there are several technologies that we can just ride

inital assumptions,...

the entertal

input     from devices such as patient monitoinng and imaging  also input from people

the sensor technology has advance in other fields 

the telemed infrastructure must have a set of acceptable input standards that makes it easy for a sensor development group to integrate into the med-com system

intelligeng medical communications system

MIND-ing the needs of     Medical Intelligence Network Development

Aside from the inputs there is the transmission technology....we can assume that the other communication industries are going to push for lots and lots of  

TO truly develop an advanced telemedicine plan we must expand and refine the field

this is not just a communication infrastructure this is a mechanism and methodology for distributed medical intelligence.

The Technology road map for the next paradigm of telemedicine: 

Intelligent Medical Communications Network

We need to develop a system for inteiilgent communication which extendes our senses, facilitates our communication, records our actions and aigments our intelligence.

Needed technology:  communication infrastructure

 current solutions== phone lines   fax voive data

needed== higher speeds at low prices

drivers ==  telcos merging services with cable companys  for entertainment industry and web access

needed technology:   input devices

current solutions === cameras  micro phones  biosensors

needed=== low cost  tool kit which allows multiple sensors to be connected to the network

drivers==  industrial video teleconferences   game inputs for web based interaction

needed technology  output devices

current solutions== television/computer monitors speakers/head phones

needed=== imersive displays  force feed back spatialized audio

drivers== virtual reality technology  home entertainment   nasa

needed technology   decision support

current solutions== branch decision tree lookup tables

needed== artifical intelligence  genetic algorthyms neural nets

******************************************************

we need to provide access to remote sites independant of the bandwidth that they have

we need to develop a univerals interface protocal fostering the rapid protyping and iterativaly refinement of unique sensors

intelligent agents need to watch over us and keep us from harm

we need to leverage off technologies that are for other industries

we need to transfer non-critical traditional medicne things to the web and its agents and leave the human doing what they naturally do best

med-wide web

consumer owned health related technologies

sensing  the natural environment of the patient

knowledge delivery vehicles

natural levels of need

the goal of building an information infrasturcture is to allow persons of vering levels of expertiese and ethnic back grounds and educational levels to utilize the system 

MIND-ing the needs of     Medical Intelligence Network Development

non-physician healthcare providers taking increased responsibilities has long been a tenet of telemedicine. 

Physicians will have easier access to consultative services through enhanced telecommunications links with major medical centers, including

     remote analyses of diagnostic data. 

Telemedicine is the delivery of care to patients at any location by combining communications technology and informatics with medical expertise.

This is an emerging research and development field that could have revolutionary impact on the delivery of medical care. The goal is to improve

access to high-quality medical care at affordable costs. Telemedicine is being driven by two converging trends: advances in enabling technologies

(e.g., digital compression, multimedia) and telecommunications and increasing demand for access to high-quality medical care irrespective of

location. 

Current developments in communications and increased desktop processing power mean that telemedical applications can take advantage of

multimedia constructs to maximise the amount of relevant information given to the clinician. For example, real-time pictures and sound can be

transmitted to enable a dermatologist to see a remote patient’s skin and communicate with him or her. Or ECG data can be presented to a

remotely sited cardiologist, who can talk to the clinician located beside the patient. Increased bandwidth on demand, offered at relatively low

costs by services such as ISDN, is now making these facilities practicable. Systems based on picture or pattern recognition, utilising a previously

assembled knowledge base, could then be added to help the consultant or remote clinician make a diagnosis. 

*************************************************

Unifying each of these projects technically and socially is the backbone of the World Wide Web.  Both academic and private sector research and development combine in these projects.  

Web hub for intelligent systems and disabled resources. 

As the work began with quadreplegic users, the interface designs are currently tailored to the abilitities of such users.  The aim of the research is ultimately the idea that CRNR is conceiving of and developing systems whereby a machine becomes able to recognize any user’s ability profile and reconfigure its interface appropriateley.  Data fusion of sensor data with user interaction parameters allow meaningful corelations of performance modalitites.  Cognitively induce modulation of some of the natural rhythms.  Consistent in an individual but different between individuals.  Psycho-social-behavioral nature of individuals factor into assessment of their cognitive function. Interface is mapping onto the body.   Here we are speaking about AI powered machine adaptive resonance.    

Technologies as extenders and adapters of capability, and ways of thought and communication that foster inclusiveness.

Goals:

Create a Web-based system that enables a disabled person to: do art, play music, navigate around the Web, communicate, control telerobots, experience telepresence and ultimately do real valuable work.  To make accessible intelligent systems of interactive information technology.  Develop a Web services network for disabled individuals: social impact justifies investment by enabling the greatest number of disabled individuals to expressively interact with the world.  

NPAC Interface Lab Activities 1996

In early 1996, Eyal Sherman joined our research team and worked with us in developing and testing a number of expressional interface approaches based on technologies from the Institute for Interventional Informatics, including

two electronic interface packs, called TNG-1 and TNG-2 (pron. Thing-1 and Thing-2), that connect to the serial port of a PC. TNG-1, which is battery operated, processes myolectric (muscle-electric) signals using analog and

digital filters. TNG-2, more generally, accommodates variable voltages from a wide range of sensors (potentiometers, photocells, strain gauges, thermistors, Hall Effect transducers, etc.); TNG-2 uses the 5 volt line

from the serial port as a power supply for its internal circuitry and for the transducers. The TNG devices were designed and built by Solamo Martin and Dave Warner. 

The associated software consisted of a mature DOS-based program called Neat Software and a partial Java

prototype called NeatTools. Both of these were written by Joe Johannsen in consultation with Dave Warner

(NeatTools was developed under an NPAC contract). 

During the Spring semester of 1996, using TNG-1 and self-adhesive electrodes, we (Dave Warner, Edward

Lipson, and Adrian Blanarovitch) provided Eyal with resources that enabled him at home to produce some music

and to operate a remote-controlled car by means of his facial expressions. The car was operated via the parallel

port of the PC and a modified Radio Shack (Tyco) hand controller (acknowledge Patrick Keller, Markus

Schmidt, and Solamo Martin). Eyal and family used a Pentium PC provided by NPAC and communicated with us

via e-mail using an NPAC account we set up for the family. This also provided them free access to Web

resources. Together we created Eyal's home page. 

In the summer of 1996, the project made significant advances in both hardware and software with the formation

of a team of four REU students ( Anna Berlin, Adrian Blanatovich, Rahul Panesar and Shital Shah) as part of an

NSF funded program at NPAC. The students were co-supervised by DW and EL and assisted by two graduate

students, Jiangang Guo and Myeong-Jin Lee. Technical support was provided by Lou Buda from the Syracuse

University Physics Dept. using the resources of the physics shop. 

The hardware part of the work used five types of headpieces and associated sensors for Eyal. With these, Eyal

was able successfully to play PacMan (using Neat software and a modifed Sega game controller) and Tetris (Java

version via NeatTools), and to do some text typing using a novel text triangle design by which any letter could be

typed by three successive gestures (Java/NeatTools). The sensors that we used included self-adhesive electrodes

(for TNG-1) and for TNG-2: a) cadmium-sulfide photocells (depending on expressional changes in reflected light

from Eyal's cheeks and chin; these used either ambient light or small light bulbs) and b) a Hall Effect transducer

that sensitively detected displacement of a small magnet. We also did some exploratory work with bifurcated

fiber-optic light guides. 

A full description of this work is contained in the proposal and final report (ps) by the REU team. This report also

describes some prototype work on a Java-based mouse-cursor-control algorithm. 

This work with Eyal and others will be continued during the 1996-97 academic year at NPAC and other sites and

will be featured at SC'96 in Pittsburgh (Nov. 96) and MedVR 5 (Medicine Meets Virtual Reality 5) in San Diego

(Jan '97). 

Among the refinements needed for this project are: 

     quick-connect hardware (it currently takes about 30 minutes to rig up the various headpieces to the

     wheelchair headrest and to Eyal) 

     less obtrusive hardware (we'd like to miniaturize the sensors and holders so that they could be would be

     less visible and conspicuous) 

     more sophisticated signal processing (currently the facial gestures are recognized in a simple binary fashion

     by means of threshold detection for each channel; we want to access analog and timing information that

     would allow many more channels of information to be detected for each sensor) 

     a wider range of capabilities for Eyal and other users (mouse-cursor control; Web surfing; rapid typing;

     speech generation from typed text, as done by Stephen Hawking) 

     simplicity, convenience, modularity and standardization so that users and their families can easily manage

     these low-cost technologies 

     (Pulsar philosophy) 

Welcome to NeatTools Project

All of us are from different universities and are participating in the Summer

Program sponsored by NPAC. Click on our names to see our homepages.

From majors in Computer Science to BioEngineering to Chemistry, we're a

pretty diverse team that's using our pooled knowledge for a common goal of

developing an Expressional Interface with NeatTools software. 

What's an Expressional Interface? What's NeatTools? And who is Dr. Dave

Warner? More Details..... 

Expressional Interface

Our goal for the team research is to use a hardware/software interface

between input devices and the NeatTools program so as to give a physically

disabled user the ability to independently use a computer and "surf the World

Wide Web(WWW). Such input devices include photo, pressure motion, and

electroyograhpic sensors. By utilizing such devices, the input collected from

these sensors can be transmitted to the computer which can then process the

input into meaningful commands via the NeatTools software. 

Introduction

Today's ever increasing advancements in computer technology have cleared

avenues for faster, more efficient and accessible methods of

facilitating communication with disabled users. One of these methods

is the NeatTools program which was initiated by the Institute for

Interventional for Informatics . NeatTools is an interface

between hardware and software which opens new channels of communication

and commands between the user and the computer.

  NeatTools

There are two main types of hardware designed in association with the

Neat software: one measuring

voltage specialized for myoelectric signals (Thing1,TNG1) and the other

measuring variable resistance from sensors (Thing2,TNG2).

This hardware was designed to be versatile so as to accept a wide array

of

sensory inputs and cost efficient so as to be easy to use and easy to

make. The software allows for easy manageability of data coming in from

various input devices. The incoming signals are transformed into a visual

portrayal of the user responses. This feature is useful insofar that the

user can correlate his motions to the changes in his cyber environment.

  Eyal Sherman

Currently, the efforts of the project have been focus on the case of Eyal

Sherman , a 14 year old quadraplegic who is able to control only

his facial muscles. The preliminary

work was done with electromyography (EMG) to sense potential differences

resulting from

various muscle movements. Previously, EMG has been successfully

implemented to obtain signals on the computer and to navigate a remote

controlled vehicle, simply by making facial gestures.

In the course of this project, various other sensors were used including

pressure, light and magnetic sensors, all of which will be described and

compared in later sections.

  Visual Interpretation

This section is a schematic representation of the processes involved

using the software/hardware interfaces.

  htb

         reu-sshah-formula.ps
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         A schematic explanation

         F:formula
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         A schematic cycle with human interaction

         F:diagram

The proceeding first section

discusses the biological hardware interface with the NeatTools software.

This section will include a discussion of the various input mechanisms

that were prototyped and tested during the research program and other

future possibilities of more efficient and consistent input devices. The

next section focuses in on the computer interface with sensor data,

specifically that of Java programming and processing of incoming signals.

Finally, the third section involves the rendering

of the computer data and possible multisensory display that the user can

respond to in real-time.

  Sensory Interface

A basic problem of certain disabled patients is the limited number of

usable

channels of communication

available. In effect, the number of  possible methods of input

information

and commands independently

and  willfully into a computer becomes limited to a few manageable

motions. Hence, the need for

the NeatTools program becomes apparent -- the expansion and increase of

input channels from a

user of limited capabilities. NeatTools is a Java-based visual program

that provides a

graphic environment for processing data collected from various input

devices that are connected to

the user. Currently, up to 16 data channels can be designated to various

input and

output mechanisms on NeatTools

and such advantageous displays include the multichannel oscilloscope-type

array which can be used to

train the user to activate particular channels .

The input devices used with NeatTools are external devices that are

modified specifically for the

the user so as to employ whatever controllable actions he can make. Such

input devices vary from

commercial joysticks to the "Thing" devices, which were developed for

NeatTools application. The Thing 1

(TNG1) device, for example, is a 4 channel EMG signal detector, developed

at the Institute

for Interventional Informatics  . TNG1 utilizes the

mechanisms of muscle contraction by the changes in the potential

difference of the muscle tissues.

These potential differences can

be picked up by the EMG electrodes which are then connected to TNG1 and

NeatTools. In turn, up to four

different channels can be initiated by NeatTools to give a visual display

of the muscle movements in the

user. These channels can then be converted by the computer into commands

for a set number of rules, a

program, and/or communication via text and possible audio generation.

In the case of Eyal Sherman, the task of increasing the number of

channels increases in

difficulty not so much due to any limitations of the NeatTools program,

but rather the limitations of

Eyal himself. The workable area of the user is focused on the facial

gestures which Eyal has

sole control over. The method of exploiting the few accesible biological

channels

that he has is centered then, to

the available input devices that can be made around and on his facial

muscles so as to obtain input

data. Such devices are discussed below.

  Electromyography

Electromyography (EMG) is the monitoring of muscle contraction

and movement via

sensing the voltage changes resulting from muscle

activity. We used this  technology used

initially for sensing the

facial movements of Eyal. By placing electrodes on areas of maximal

movement (e.g.. cheeks, and forehead) and connecting them to TNG1 which

measures and processes myoelectric voltages, signals could be generated

and input into NeatTools software.

  Velostat

Electromyography (EMG) is the monitoring of muscle contraction

and movement via

sensing the voltage changes resulting from muscle

activity. We used this  technology used

 initially for sensing the

facial movements of Eyal. By placing electrodes on areas of maximal

movement (e.g.. cheeks, and forehead) and connecting them to TNG1 which

measures and processes myoelectric voltages, signals could be generated

and input into NeatTools software.

  Cadmium-Sulfide photocells

Cadmium-sulfide (CdS) photocells (Radio Shack cat.  276-1657) were used

with

22K ohm resistors to

make photosensors which decreased resistivity (increased conductance)

with an increase of light on the

photocell. These sensors were used with TNG2, measuring voltage, by

positioning the photocells on Eyals face.

  Magnetic

By using a

Hall Effect Tansducer (HET) which detects changes in a magnetic field,

facial motion could be recognized by placiing a rare earth magnet on the

appropriate facial area(s)

muscle and noting movement with a HET probe . This sensor are

very  sensitive to minute changes in the magnetic field and were easily

adapted to the NeatTools interface, again by TNG2.

  Electromyography  EMG

EMG was used as an interface with TNG1 before the REU project began. EMG

was used with self-adhesive electromyographic electrodes.  The electrodes

were successful but had several limitations. First, were stable lasted

for a

limited amount of time. The electrodes would eventually dry out and could

not be relied on for a continuous signal without repeated moistening and

recalibrating. Also they are very large and one could only get a limited

amount of channels using this method.

  First Headpiece

The first helmet used TNG2 with two sets of two copper connectors, one

taped to each cheek and the other set attached to

stationary extensions over the cheek. Upon movement of the

cheek, contact between the copper foil extensions and the

copper on the cheek allowed current to pass through,

giving a signal on Neat. The variance of connection

between the copper pieces allowed for resistance

differences that was interfaced with TNG2. The piece of

the copper extensions was attached to a flexible,

stationary wire, to keep them positioned over the cheek.

This model was too flimsy, however, and the connectors did

not

stay attached to the skin too long.  In effect, the

singals were inconsistent and/or weak.

  Second Headpiece

By combining two microphone headsets, the

structure was more sturdy and more manageable connectors for the

cheek. It was possible to use, for the first time, cadmium sulfide

photoconductive devices, measuring

resistance, as an input. However, the setup was not very stable when

positioned; whenever the user gave a signal (blocked light to the cell)

the headset would move, requiring repositioning, in effect, giving off

inconsistent, unreliable signals.

  Velostat Chin Strap

By utilizing Velostat, which is an antistatic plastic packaging material

that changes resistance with changes in pressure, signals from pressure

exerted by the chin were exploited via TNG2. Sandwiching Velostat between

two layers of copper gave a resistance differential when the user

opened his jaw thereby applying pressure to the chinstrap. This model

needs further modification in strapping it securely to the head and

positioning it firmly onto one location on the chin.

  Metallic Chin Strap

A CdS photocell was inserted into the

vertex of a metallic chin piece. This prototype worked very well with the

photosensor in that it could be attached to the headrest of a paralyzed

user with clamps so that the chinstrap did not have to rest on the head of

the user which would not always be stationary.  When the user would lower

his jaw, the bottom of his chin would cover the photosensor and give a

signal to NeatTools via TNG2. This model worked very well with the third

headpiece.

  Third Headpiece

This piece was designed by intergrating a

sports face mask along with photosensors for the cheeks, and TNG2.

Individual light sources were focused onto each photosensor to increase

sensitivity and were powered with disposable batteries. The sensors were

attached to solid line wire which was flexible and light yet sturdy. The

mask gave stable signals. However, it proved difficult to do fine

djustments with the photosensors since the wire it was attached to could

not be bent easily into acute angles without pliers. Using tools on the

mask while positioned on the user's face was too dangerous. Also, the

light sources distracted the user's peripheral

vision. The next models invisioned use of fiber optics which were more

accurate in focusing light and better means of supporting the sensors,

such as LocLine tubing. LocLine is a rigid but flexible series of ball

and socket links that can be positioned and lined with wire and sensors,.

providing stationary extensions over the face.

  Third Headpiece, modified

There were two major

modifications to this headpiece. First, the center area was taken out to

allow Eyal to see better. Second, the LocLine mechanisms were used for the

cheek sensors. The LocLine allowed us to position the sensor with greater

accuracy, stability and consistancy. This was a major improvement from the

original third headpiece (HP3).

  Fourth Headpiece

This headset was designed using the

shell of a construction helmet and the LocLine tubing-photosensor

setup. The helmet was constructed to rest on Eyal's headrest and attach to

the clamps holding the metallic chin strap. Correspondingly, the sensors

were connected to TNG2. This model allowed for the forehead to be utilized

again, which was not possible with the sports helmet model. This helmet

allowed for a gap between the forhead and the plastic, since it was not

resting directly on it, as in the previous model. A different sensor was

used to obtain signals from forehead movement and is described in the next

section.

  HET Sensor

This headset was designed using the

shell of a construction helmet and the LocLine tubing-photosensor

setup. The helmet was constructed to rest on Eyal's headrest and attach to

the clamps holding the metallic chin strap. Correspondingly, the sensors

were connected to TNG2. This model allowed for the forehead to be utilized

again, which was not possible with the sports helmet model. This helmet

allowed for a gap between the forhead and the plastic, since it was not

resting directly on it, as in the previous model. A different sensor was

used to obtain signals from forehead movement and is described in the next

section.

  Future Extensions

This project part of an ongoing journey towards improving the

lives of the disabled into a lifestyle closest to that of the physically

capable individual. Hence, this project is far from done.

The experimental extensions that will lay out future work for this

project should include possible pattern recognition for facial expression

of the alphabet using existing and/or advanced sensors. This will allow a

user to make patterns, which will be picked up by sensors, to

differentiate the letters of the alphabet. These patterns can be

comparable to using a keyboard whereas the user has several inputs to

command text. Also, cost efficiency of sensors and making them more

accessible for the home user to utilize and purchase remains to be

improved.

  Design of Web-Based NeatTools

NeatTools software is a Web-based interface system which

augments our ability to create, express, retrieve, analyze, process,

communicate, and experience information in an interactive mode via

interface devices (see above), it senses

bioelectric signals from eye, muscle and brain activity

as input and render information in ways that take advantage of

psychophysiologic signal processing of the human nervous

system . We developed and

integrated the NeatText module where the user can interface with the

outside

world with the use of text.

The NeatText module adds an easy and fast way to communicate through the

computer.

The model implemented in this module uses a triangular-based geometry

of the alphabet as seen in figure  .
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         A Text Triangle

         F:tri

The NeatTools module allows the disabled

individual to use facial movements to select letters of the alphabet to

form

words. The number of times the user has to make a facial gesture to

select a

letter of is three. This is the reason behind the

triangle; we want the minimum number of gesture movements.

Within the one large triangle, there are three

smaller triangles with another set of three smaller triangles in each

of the three larger

triangles which consist of letters.

To get to a particular letter, the user chooses one

of three directions and simplifies the big triangle to the smaller

triangle

that the user has chosen. The user

continues to simplify the triangles until he has reached the letter he

desires. This model is very efficient; three selections in any direction

by

the user can get a specific letter. In the case

of Eyal, the sensor frame will give these three signals allowing him

to

select letters and form complete phrases more quickly than ever

before. This idea of text generation is a way to communicate without

having to use a physical keyboard input.

Two design algorithms were taken into consideration for this problem.

First algorithm was a point value system for

each movement. The initial signal to the left had a point value of 1,

right

had a point value of 10, or top had a point value of 100.

Second signal multiply by 10 and the last signal multiply by 100.

The letter would be the

one with the matching point value, but conflict in similar point values

occurred. Second algorithm that was implemented was

to divide the triangle up into

three distinct levels: TOP = level 1, RIGHT = level 2, and LEFT = level 3.

Then we take each of the three levels and break it down into three more

levels. From the TOP triangle, we are at level 1. Each triangle in the

TOP triangle will be numbered: TOP, RIGHT : 12 ; TOP, LEFT : 13 ; TOP,

TOP : 11. The same type of numbering was done for RIGHT and LEFT ( level

2 and level 3 ). The user can to choose a letter now. All the cases of

third choice were taken from all the options of the first two choices.

The NeatText module that was created was implemented in Java and

integrated into the NeatTools environment.

One great feature of Java is platform independence, which means that your

program can run on any system from PC to a workstation, but

the trade off is speed.

Our first notation of how slow Java is in the usage of fourteen breakdowns

of the triangular image to display the users selection

in the triangular-model.

This idea slowed down the process

because the user would have made a selection and the image was still

trying

to download. Our next alternative was to use a Java feature called "crop

filtering with MediaTracking" which used one triangle image. Every time

the

user selected a particular region in the triangle, that region would be

highlighted.

This idea increased the

performance of the algorithm, but not to our satisfaction. The

alternative that we implemented and that does not

slow the process down as much was to black out the other two triangles

that were not chosen. The reason why this alternative was faster is

because we did not have to create an extra object.

Another factor that has contributed to the slow down of the algorithm

was the continuous incoming signals from the serial port.

This continuous stream of input signals causes data

congestion between the modules.

Three techniques were used: first, we cleared the buffer of the

previous input signals. Although minimized, collision and interference

still

impeded the interpretation of signals. Next, we reduced collisions by

periodically dropping redundant values from the sigan;. Finally, a data

delay was introduced to control the number of imcoming signals being

processed.

The NeatText module opens up numerous possibilities for the future.

The simple triangle model can be extended into a pyramid-model to consist

of commin phrases and reserved key words for URL. Word processing

applications like MS-Word and Notepad are future extensions of the text

area in the NeatText module. Through text on the screen, it is possible

to write URL addresses which extends to Netscape to navigate through the

World Wide Web (WWW).

  Computer Data Rendering

After establishing sensory inputs and a computer interface, the final

aspect of the interface cycle is the computer output, or rendering, that

the user can recognize as changes in his environment.  By correlating

these changes with the changes in sensory input as provided by the user,

the user can identify what input causes what changes; this completes

the interface cycle.

  Computer Interface Results

This part of the project was intended mainly to design a specialized,

user-friendly interface for disabled people.  The user interface is based

on a set of frames and Java applets that help a user to

communicate easily with the World Wide Web.

One of the frames provides an option to enter a new URL into a

text editor or choose one from the bookmark list provided the context of

that Web page will be displayed in the target frame, that is located

underneath the first frame.

The NeatTools application is displayed in the frame on the bottom of

the Web page.  It allows the user to set it up, to load a saved file,

and to run it.  When NeatTools runs, a pop-up window of the

NeatText comes up and the user can type text in the window provided.

On the left side there is a menu frame, which  contains the items

that can be added.  One of them is a "Pointer Icon" and the other one is

"Telnet via Nova".

Pointer Icon is a prototype for a software control device over

the mouse pointer, which will be using alternative input devices, such as

TNG1 and TNG2, form Institute of Interventional Informatics.  The time

Pointer Icon

prototype exists in a Java applet version.
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         The "Pointer Icon" Java applet shows the prototype of the control

        devise over the mouse pointer.

         F:pointerwin

As shown in Figure   Pointer Icon consists of a

circle and a ball.  The five buttons controlling the movement of the

Pointer

icon are at the top of the applet:  Stop, Left, Right, Move, and Click.

One click on the Left button

makes the ball rotate around the circle in the counterclockwise

direction.  Clicking on the Right button makes the ball rotate around the

circle in the clockwise direction.  The Move button allows the whole

circle to move in the direction of the ball, as shown in the

Figure  . The movement of the ball and the circle is

stopped by clicking the Stop button.
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         The big solid arrow represents the mouse pointer.  The small

solid

        arrows show the direction in which the ball could rotate around

the

        circle.  The doted line shows the direction of the movement of the

        Pointer Icon.

         F:pointerclr

 The Click button will be implemented so that the inputs to the buttons

will be accessed through TNG1 or TNG2 via the serial port of a PC, in

order to control the

movements of the circle and the ball.  The Pointer Icon will send

the x and y coordinates to the mouse pointer which will be moving with

the circle in the direction of the ball, as shown in

Figure  .  That is where the implementation of the

Click button will be implemented.

        The second item in the menu frame is "Telnet via Nova".  This

frame provides easy access to Telnet.  Without closing the Web

browser it provides a new Telnet window.  Actual use of this function for

Eyal will be challenging.

  The Pulsar Project

We are also in the process of designing a Web page for the Pulsar

project.  This page will provide a Web-based interface systems and

free Web services for supporting accessible interfaces for disabled

people.  The goal of the Pulsar project is to develop a Web service

which will be a clearing house for tools for disabled individuals.  We

will provide a database of empowering software which is to be available to

download for free and a list of off-the-shelf devices for the

disabled. There will be a list of local support groups and resources

provided . Pulsar will also develop a forum where users can exchange

information on methods and techniques which empower the users

to become employed members of the information society.
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