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Research topics

Inference in large sensor networks (with M. 
Wainwright and A. Willsky); IT 1, RCA 5
Robust combination of information sources 
(with A. Corduneanu); IT 1&2, RCA 5 (& 6)
Competitive estimation (with A.
Corduneanu); IT 1&2, RCA 5
Scalable information acquisition (with H.
Siegelman); IT 2, RCA 4&5



Outline of the talk

Stability and source allocation
Robust combination of information from 
heterogeneous sources
Extension to competitive estimation (adversarial 
context)

Resource allocation
Efficient acquisition of information through a 
limited information channel



Part I: source allocation

Heterogeneous sensors (e.g., acoustic and 
infrared) yield complementary views

How much do we rely on each source? 
How do we resolve conflicts among the 
data sources?
How do we ensure that the estimation 
process remains stable?



The problem

Estimation with heterogeneous sources is 
inherently unstable

model from
initial source

empirical estimate
from another source

set of available
models



Critical points

The critical points appear almost surely as jumps, not as
bifurcations



Example settings

allocation 
parameter

empirical
estimates



Stable identification of critical points



Homotopy continuation

s parameterizes
the curve



Typical results

critical point



Summary of part I

Data fusion is often unstable
We can restore stability by identifying and 
avoiding critical points

homotopy continuation provides an efficient 
way of identifying stable data allocations
the methodology is applicable for most 
estimation settings



Extension: competitive estimation

Estimation/decisions often have to be made 
in an adversarial context
Robust decisions can be found with 
competitive (game theoretic) estimation



Competition, solution

Two interpretations, two criteria

homotopy continuation applies as before
critical points arise as before (but can desirable 
in this context)

decision
maker

adversary loss resulting from
interaction



Part II: resource allocation

The problem here is information acquisition 
(e.g., locating assets) with minimal 
resources
The key question is how the available 
resources should be used/allocated
Technical components: 

sensor models 
information channel
beliefs and inference (scalability)



The framework

Model:
Multi-resolution sensors

response model
Limited information channel

number of sensors that can be 
queried in parallel

Processing 
maintaining beliefs
query optimization

Key requirement: scalability



Sensors



Beliefs, expected response



Maintaining beliefs



Query optimization



Query optimization cont'd



Example results

scaling with query sizeoverall scaling of search 



Summary

Information queries from a collection of 
sensors can be performed in a scalable 
manner

The algorithms scale linearly with 
domain/channel size
The sensors/detectors limited by “cumulative”
detection

Extensions:
Incorporation of specific sensors characteristics
Analysis and coordination of heterogeneous 
sensors
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